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Wikipedia: Neural-Symbolic Al
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WIKIPEDIA
Neuro-symbolic Al

Neuro-symbolic AI integrates neural and symbolic AI architectures to address complementary strengths
and weaknesses of each, providing a robust AI capable of reasoning, learning, and cognitive modeling. As
argued by Valiant'] and many others,2! the effective construction of rich computational cognitive models
demands the combination of sound symbolic reasoning and efficient machine learning models. Gary
Marcus, argues that: "We cannot construct rich cognitive models in an adequate, automated way without
the triumvirate of hybrid architecture, rich prior knowledge, and sophisticated techniques for reasoning."m.
Further, "To build a robust, knowledge-driven approach to AI we must have the machinery of symbol-
manipulation in our toolkit. Too much of useful knowledge is abstract to make do without tools that
represent and manipulate abstraction, and to date, the only machinery that we know of that can manipulate
such abstract knowledge reliably is the apparatus of symbol-manipulation."™]
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Wikipedia: Neural-Symbolic Al: Kinds of approaches
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Symbolic Neural symbolic—is the current approach of many neural models in natural
language processing, where words or subword tokens are both the ultimate input and output
of large language models. Examples include BERT, RoBERTa, and GPT-3.
Symbolic[Neurall—is exemplified by AlphaGo, where symbolic techniques are used to call
neural techniques. In this case the symbolic approach is Monte Carlo tree search and the
neural techniques learn how to evaluate game positions.

Neural|Symbolic—uses a neural architecture to interpret perceptual data as symbols and
relationships that are then reasoned about symbolically. The Neural-Concept Learneri8l s
an example.

Neural:Symbolic -~ Neural—relies on symbolic reasoning to generate or label training
data that is subsequently learned by a deep learning model, e.g., to train a neural model for
symbolic computation by using a Macsyma-like symbolic mathematics system to create or
label examples.

Neural_{Symbolic}—uses a neural net that is generated from symbolic rules. An example is
the Neural Theorem Prover,®] which constructs a neural network from an AND-OR proof tree
generated from knowledge base rules and terms. Logic Tensor Networks(1% also fall into this
category.

Neural[Symbolic]—allows a neural model to directly call a symbolic reasoning engine, e.g.,
to perform an action or evaluate a state.

Sz Huawel SN



Symbolic Neural Symbolic, Neural|Symbolic

Symbolic Neural Symbolic

Symbolic Data Neural Systems Symbolic Data

Neural|Symbolic
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Symbolic[Neural], Neural[Symbolic]

Symbolic[Neural]

Symbolic System
Neural Neural
Component Component

Neural[Symbolic]

Neural System
Symbollc Symbollc
Component Component
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Neural_{Symbolic}, Neural:Symbolic->Neural

Neural_{Symbolic}

Symbols

Convert Neural System
Rules y

Neural:Symbolic->Neural

Symbolic Reasoning Training

Train Neural System
System Data ¥
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HintonBY 3 =

The issue of representation lies at the heart of the debate between
the logic-inspired and the neural-network-inspired paradigms for
cognition. In the logic-inspired paradigm, an instance of a symbol is

REVIEW something for which the only property is that it is either identical or
non-identical to other symbol instances. It has no internal structure
that is relevant to its use; and to reason with symbols, they must be
Deep learning bound to the variables in judiciously chosen rules of inference. By
contrast, neural networks just use big activity vectors, big weight
matrices and scalar non-linearities to perform the type of fast ‘intui-
tive’ inference that underpins effortless commonsense reasoning.

Yann LeCun'?, Yoshua Bengio® & Geoffrey Hinton*”

Lecun, Bengio and Hinton, Deep Learning, Nature, Vol.521, 2015
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There are some people who still believe that symbolic representation is one of the
approaches for Al.

Absolutely. I have good friends like Hector Levesque, who really believes in the
symbolic approach and has done great work in that. I disagree with him, but the
symbolic approach is a perfectly reasonable thing to try. But my guess is in the
end, we’ 11 realize that symbols just exist out there in the external world, and we

do internal operations on big vectors.

Hao, K. Al pioneer Geoff Hinton: “Deep learning is going to be able to do everything.”
MIT Technology Review (2020).
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Hao, K. Al pioneer Geoff Hinton: “Deep learning is going to be able to do everything.”

MIT Technology Review (2020).
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MarcusFiLecungdHiip

e 2017-10-21 Yann LeCun vs. Gary Marcus
Artificial Intelligence Debate - Does Al Need More Innate Machinery?
¢ 2018-01-02 Gary Marcus
Deep Learning: A Critical Appraisal
e 2022-03-10 Gary Marcus
Deep Learning Is Hitting a Wall
* 2022-06-16 Jacob Browning and Yann LeCun
What Al Can Tell Us About Intelligence
e 2022-08-11 Gary Marcus
Deep Learning Alone Isn’t Getting Us To Human-Like Al
e 2022-10-17 Gary Marcus
Three baffling claims about Al and machine learning in four days, statistical errors
in top journals, and claims from Yann LeCun that you should not believe.

AU NOAH'S
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Artificial Intelligence Debate - Yann LeCun vs. Gary Marcus - Does Al Need More Innate Machinery?

9”‘”‘”"‘“"”‘E‘““"”“c“"”“’ Subscribed [ (333 G0 Dshee b Downosd  §C e S+ Save

2017-10-21 https://www.youtube.com/watch?v=aCCotxqgxFsk
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Limits on the scope of deep learning:

1.

© N wN

10.

8(3) total: 46 Y2 Huawel R

Deep learning thus far is data hungry

Deep learning thus far is shallow and has limited capacity for transfer

Deep learning thus far has no natural way to deal with hierarchical structure
Deep learning thus far has struggled with open-ended inference

Deep learning thus far is not sufficiently transparent

Deep learning thus far has not been well integrated with prior knowledge
Deep learning thus far cannot inherently distinguish causation from correlation
Deep learning presumes a largely stable world, in ways that may be
problematic

Deep learning thus far works well as an approximation, but its answers often
cannot be fully trusted

Deep learning thus far is difficult to engineer with
Gary Marcus, Deep Learning: A Critical Appraisal, 2018-01-02
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Gary Marcus, Deep Learning: A Critical Appraisal, 2018-01-02

8(4) total:46 2 Huawer AR

'S
LAB



MarcusFiLecungy#fit
REF SIHIET
> AlSus FE B A E R RSk IR 2
> —UEMERRNTCIAMRR: MEE. BB, FTRIBESNEIRES
» Scaling LawH A RBERER, MEUWEINIMR (EERE i)o
> SRS S]i8%| T Scaling Limits (3 ERH) .
> [EASE, HintonFREZFI—EEBRIIRTFSHE.
> iéﬂrﬁiliféﬁ?ﬁﬁr,%E’JﬂET,h\,izeTIEﬁ%E’J

> Hinton SR, TEATEERRARKEIEEREF .

> LiElﬁ = 5= Hinton £ RIS IEM T RIHNEF. £RER, tHERRE TN
itz

> BEHEINRIERAZ, Hinton 2 George Boole B9Z %), T Boolean RE#EHS Al
REANTIRZ—, BRUMEHEFHE.

> FAA, BREALERERIFAIME.
> BHENFSEEE—ENRE—EHZAFL, MAEERENE.
Gary Marcus, Deep Learning Is Hitting a Wall, 2022-03-10
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Jacob Browning and Yann LeCun, What Al Can Tell Us About Intelligence, 2022-06-16
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Gary Marcus, Deep Learning Alone Isn’ t Getting Us To Human-Like Al, 2022-08-11
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.@ylecun & J Browning’s What Al Can Tell Us About
Intelligence in Noéma is excellent! = &

It clearly & dispassionately contrasts two main views
on the place of symbols, as hard-coded at the outset
or learned through experience, arguing well for the
latter.

noemamag.com
What Al Can Tell Us About Intelligence | NOEMA
Can deep learning systems learn to manipulate symbols? The answers might

change our understanding of how intelligence works and what makes humans ...

9 total:46

Christopher Manning
@chrmanning

| sense some evolution in @ylecun’s position—perhaps
under Browning's influence; this piece suggests that
“everyone working in DL agrees that symbolic
manipulation is a necessary feature for creating
human-like Al.” Was that really true a decade ago, or is
it even true now?!?

8:38 AM - Jul 28, 2022

Yann LeCun
@ylecun

Replying to @chrmanning

| think it was true a decade ago, even 3 decades ago.
The main debate was always about how.

As for me, before attacking the question of symbol
manipulation, | thought it was more urgent to figure out
how to learn hierarchical representations and learn
perception.

5:36 PM - Jul 28, 2022
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Bengioi ARy T1E
SYSTEM 1 VS. SYSTEM 2 COGNITION

2 systems (and categories of cognitive tasks): Manipulates high-level /
semantic concepts, which can
be recombined
combinatorially

System 1 ) System 2
THANKING,
« Intuitive, fast, UNCONSCIOUS, N « Slow, logical, sequential, CONSCIOUS,
non-linguistic, habitual R linguistic, algorithmic, planning, reasoning

* Current DL — « Future DL
DANIEL

KAHNEMAN

Mila
Yoshua Bengio, Deep Learning For System 2 Processing, AAAI’ 2019 Invited Talk
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FACTORIZING KNOWLEDGE INTO COMPOSABLE PIECES FOR REASONING

* Current deep learning: homogenous architectures,
knowledge is not localized, completely distributed

* Transfer/continual learning: reuse relevant pieces of
knowledge; minimizes interference; maximizes reuse

» System 2 reasoning selects and combines nameable
pieces of knowledge to form thoughts (imagined
futures, counterfactual past, solutions to problems,
interpretations of inputs, etc).

+ How to factorize knowledge into the right it ltacen
recomposable pieces?

# Mila

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk

U NOAH'S
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HUMAN INSPIRATION FOR INDUCTIVE BIASES:
IMPLICIT VS VERBALIZABLE KNOWLEDGE

* Most knowledge in our brain is implicit and not verbalizable
» Some knowledge is verbalizable, we can reason and plan explicitly with it (system 2)

* System 2 knowledge satisfies stronger assumptions

=> clarify system 2 assumptions =» new ML designs for abstract
perception, abstract reasoning and abstract action.

£ Mila

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk
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DISCRETE, SYMBOLIC, ABSTRACT CONCEPTS

» Language allows communication of simplified, DISCRETE, messages

* Thoughts manipulate such discrete entities

Evidence that hippocampus represents discrete concepts

Conscious ignition = convergence of global dynamics to fixed point attractor = discrete

* The bottleneck of discretization in the communication between brain modules may further
facilitate systematic generalization, making different brain modules hot-swappable tor
one another (e.g. replace a noun by another in a sentence) \

# Mila ‘ \

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk

U NOAH'S
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PROBABILISTIC NEURAL NETS FOR SYSTEM-2 DEEP LEARNING?

. Need generative neural nets of thoughts

. Sequence of thoughts (working memory content) = hypergraph (plausible
explanations, counterfactuals, plans)

System 2 knowledge is modularized (like classical Al rules and facts) and composable
(to form these thought-graphs)

Can we train neural nets that can implicitly represent such modular knowledge and
sample causal / semantic explanations for our experiences?

# Mila

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk
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GFLOWNETS AS THE SWISS ARMY KNIFE OF PROBABILISTIC MODELING

A hypergraph = set of hyperedges (e.g. apply rule to few variables)

Decompose sampling of set X according to ANY ORDER of steps
generating each element

X can have variable size or even be infinite (like all graphs)

Learn a sampling policy to generate X (sampling the order too)

Intermediate quantities, the flows, are implicitly marginalizing over
future choices

.

The flow function generalizes: no need to see all the possible
sequences

The distribution is represented in a structured, compositional way

# Mila

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk
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Bengioif AR T1E
Interpreting the DAG as a flow network

One more visualization:

flow = #particles moving through pipes

N G, OO
Yo o
T

We want a valid flow, given the rewards (“#particles") of the terminal states

Bentio et al., Flow Network based Generative Models for Non-lterative Diverse Candidate Generation, slides

10(7) total:46 S Huawer RRRTRe
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MODULAR GFLOWNETS FOR HUMAN-LIKE REASONING

* Each module encapsulates knowledge (with local parameters and expertise on specific
concepts)

* The GFlowNet transitions corresponding to the GWT competition between experts
sample one of these modules and the content (hyperedge) it proposes as the next
piece of thought

« Each module also learns an energy function corresponding to the piece of world
model it embodies

* The same fixed-size neural nets can create new abstract concepts (entities -~ nodes in
these graphs and structural relations between them) as more data is observed.

« The entropy estimation ability of GFlowNets can drive knowledge acquisition
# Mila

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk

10 (8) total: 46 W2 HuawEl SRR Rs
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GLOBAL WORKSPACE & GFLOWNET MODULES

shared
language
among

modules

Each module proposes a hyperedge linking a piece of
knowledge (relation, mechanism) with arguments
(references to discrete entities with a distributed
representation).

Each module sees the last WM item and builds an
internal representation of the GFlowNet state from
the sequence of past items (= local copy of GW).

One or more modules win the competition for

access consciousness and their content becomes the
globally shared new WM item.

& Mila ”

Yoshua Bengio, Reusable Modular and Causal Knowledge Representation for Lifelong Learning, CoLLAs2022 Invited Talk

10(9) total:46 Yz Huawel AR Re
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I did enjoy [your essay], but have my usual qualms. Take GPT-3 - I'm sure you saw the
lead article in the NYT magazine collapsing in awe about its ability to mimic some
regularities in data. In fact, its only achievement is to use up a lot of California’s energy.
You can’t go to a physics conference and say: I've got a great theory. It accounts for

everything and is so simple it can be captured in two words: “Anything goes.”

All known and unknown laws of nature are accommodated, no failures. Of course,

everything impossible is accommodated also.
That’s GPT-3. Works as well or better for 45 terabytes of data from impossible language.

It’s been understood forever that a theory has to answer two kinds of questions: Why this
Why not that?

Noam

Gary Marcus, Noam Chomsky and GPT-3, May 2022

NOAH'S
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HHSEER (WZHEE’JYE) BRUGEE—HBRITR,
KA SIRERT (AARHR) RENETEXE, WERGBEFE
LAMEMMNENRIIMR. FXE, EHE—RAEHERE T MMNBKELEIR.

RAREES MRS R : RE— N REFNIEE. ERBET—Y], MARWLLAREE,
BRI LA RARAMEEKEEIE: “Anything goes. (B EI1HH S L% )"

FRAEEMAMAMBERRABHEEN, REKY. SR, —VITATENEFHREEN

T
Az 2GPT-3. BfE KRB N AIREFERIESRIASTBEE, th—HmLITIE, WREl
BT,

KERIZAAR, —MEROAEEREER: AtARRE? AFATERRE?

s

Gary Marcus, Noam Chomsky and GPT-3, May 2022
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Coro"arg: Formal [og’c is overrated

Spring 2022
The Curious Case of
Commonsense Intelligence

Yejin Choi

In their book The Enigma of Reason, Hugo Mercier and Dan
Sperber argue that “Reason is a mechanism of intuitive
inferences . . . in which logic plays at best a marginal role.”

Yet a dominant perspective underlying Al research is that human
reasoning is modeled through a formal logic framework. The
intellectual appeal of formal logic is its emphasis on correctness,
a property that seems hard to dispute in itself.

What could possibly go wrong with Being correct?

Fire-side Chat with Barbara Grosz and Yejin Choi search lectures, ACL 2022
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Generate and Rank

Original MWP
Problem | A project is completed in 25 days by 12
workers. If it takes 20 days to complete,
how many workers will it take?
Solution | 25 *12/20
Number-mapped MWP
Problem | A project is completed in NUMO days by
NUM1 workers. If it takes NUM2 days to
complete, how many workers will it take?
Solution | NUMO * NUM1/NUM?2
(Do) shred AR Eqresion| Groud
Task #1: Generating
@ Multi-task Training — pssion L score

Encoder

Problem

\Generating Loss + Ranking Loss(

@ Expression Online Updating

Expression
Bank

Expression

Expression Candidates

Task #2: Ranking

Expression

» Generator: Finetune BART on MWP seq2seq task

> Ranker: Sequence pair classification task
> Feed problem into encoder and expression into
decoder

> Joint training: Share encoder and decoder

0
Ground-truth (wm) ()
()

NUM1 / (NUM2 + NUMS3)

(NUMI +NUM3 ) / (NUM2 + NUMS3) NUM / (NUM2 - NUMS3) NUML/NUM3 (NUM2 + NUMS3) / NUML

Figure 2: Overview of tree-based disturbance.

(a) Expand (®) Edit (¢) Delete (@ Swap

Shen et al., Generate & Rank: A Multi-task Framework for Math Word Problems, in Findings of EMNLP 2021

13 total:46
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Chain-of-thought

Standard Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought 6 more, how many apples
do they have?

A: The answeris 27. 3 j

Chain of Thought Prompting

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Al
The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to
make lunch and bought 6 more, how many apples
do they have? J)

o ~

A

The

Cnsmr is9. o )

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.
Wei, et al. Chain of thought prompting elicits reasoning in large language models. arXiv:2201.11903 (2022).
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Let’s Think Step-by-step

15 total:46

(a) Few-shot

{Q: Roger has 5 tennis balls. He buys 2 more cans of tennis
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A: The answer is 11

Q: A juggler can juggle 16 balls. Half of the balls are golf balls,
and half of the golf balls are biue. How many biue golf balls are
there?

A

(b) Few-shot-CoT

ﬁ_ﬂnger has 5 tennis balls. He buys 2 more cans of ‘EN
balls. Each can has 3 tennis balls. How many tennis balls does
he have now?

A Roger started with 5 balls. 2 cans of 3 tennis balls each is 6
tennis balls. 5 + 6 = 11. The answer is 11
Q: A juggler can juggle 16 balls. Half of the balls are goif balls,

and half of the golf balls are blue. How many biue golf balls are
there?
A

(Output) The answer is 8. X

(Output) The juggler can juggle 16 balls. Haif of the bails are goif
balls. So there are 16/ 2 = 8 golf balls. Half of the golf balls are |
wue So there are 8/ 2 = 4 blue golf balls. The answeris 4. /'

(c) Zero-shot

/Q: A juggler can juggle 16 balls. Hall of the balls are golf balls,”,
and half of the goif balls are blue. How many biue golf balls are
there?

A: The answer (arabic numerals) is

(d) Zero-shot-CoT (Ours)

/7Q: A juggler can juggle 16 balls. Hall of the balls are gol balls,
and half of the golf balls are biue. How many biue golf balls are
there?

A: Let's think step by step.

(Output) 8 X

_/

Oulput) There are 16 balls in (otal. Half of the balls are golf

(
balls. That means that there are 8 golf balls. Half of the golf balls
are biue. That means that there are 4 blue golf balls.

Figure 1: Example inputs and outputs of GPT-3 with (a) standard Few-shot ([Brown et al., 2020]), (b)
Few-shot-CoT ([Wei et al., 2022]), (c) standard Zero-shot, and (d) ours (Zero-shot-CoT). Similar to
Few-shot-CoT, Zero-shot-CoT facilitates multi-step reasoning (blue text) and reach correct answer
where standard prompting fails. Unlike Few-shot-CoT using step-by-step reasoning examples per
task, ours does not need any examples and just uses the same prompt “Let’s think step by step” across
all tasks (arithmetic, symbolic, commonsense, and other logical reasoning tasks).

Kojima, et al. Large Language Models are Zero-Shot Reasoners. arXiv:2205.11916 (2022).

M HuawEl T

N
A

o]
R

A
K

H
L

'S
A

B



CodeX and Copilot

» OpenAl CodeX:
> ETFGPT-3F %
> FA T MGitHUbRBREEA LR
o
> BEBIRIEBRES AT EfERwiE
» CoPilot:

> ETCodeXH % 4wtz T RimfF

> SMARETLANREES, AKX
= T2 R RIERER

> HFERBRRFRERE

def incr_list(l: )

def solution(lst)

return sun(lst[i] for i in range(0,len(lst)) if i % 2 == 0 and 1st[il % 2 == 1)
encode_cyclic(s. )
groups = [s[(3 * 1):min((3 * i + 3), (s))] for i in ((len(s) + 2) 77 1]
groups = [(group[1:] + group[01) if len(group) == 3 else group for group in groups]
retur

def decode_cyclic(s ):

groups = [S[(3 * i):min((3 * i + 3), len(s))] for i in range((len(s) + 2) // 3)]

( oups = [(( roupl-1] + groupl:-11) if len(group) == 3 else group for group in groups]
in(groups)

Chen et al., Evaluating Large Language Models Trained on Code, arXiv:2107.03374 (2021)

16 total: 46
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AlphaCode

» AlphaCode #ES#} [ £IkRBE L
& | Codeforces £ 5,000 & A
PREREY 10 ks it T 76

> AlphaCodegEf A5 A LT L HEERY
#&NFEX 10T Bk AR 2 B shim A KAS,
ERAEFRENER, AEGEALIE
FR—EFBE I TRBAEETFE S
AIITER

> RAEALEFRPEE THRA
54%H95F Ak 4 -

» XFTransformerf&Z#l

> FGitHUbBUETINIZ, HAZZEmHK
EEA

> FXRERBENXBRERFE

15 RO BRHIE = 5 RO A i 1 T2

> RIFIEFERFEREL.

v

Li, et al. Competition-level code generation with alphacode. arXiv:2203.07814 (2022).

17 (1) total:46
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AlphaCode

17 (2) total:46

------------- DATA -=---mmmmmmmmmn SAMPLING & UATION
GitHub CodeContests : Codeforces Large set Selected
| of potential small set
Problems ! Problems solutions of candidates
Solutions '
= o) —Q@—
................................. '
Filtering
& clustering
rrrrrrrrrr LEARNING ----}--------
Large scale Execute

_ A U i RN A
Pre-training —> Fine-tuning sampling & evaluate

Li, et al. Competition-level code generation with alphacode. arXiv:2203.07814 (2022).
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GPT-f

> GPT-f gEf A BN E 2ZIERR, #128IERASE
X Metamath EEIR (5213£23%%)

> kB Metamathit X B3N

“I had a look at the proofs—very impressive results! Especially because we
had a global minimization recently, and your method found much shorter proofs
nevertheless.”

“Any ML-based system is impressive if it can find many shorter proofs than the
ones we already have. Nice work.

“The shorter proof is easier to translate. It’s more symmetric in that it treats A

and B identically. It’s philosophically more concise in that it doesn’t rely on the
existence of a universal class of all sets.”

> {EN%EENIERARS (Proof assistant)
> KiBRFA RS

Model Performance Gain Main ablation

MetaGen-IL [25] 21.16% Baseline and state of the art.
160m (ours) 28.96% +7.8% | Use of Transformers.

700m (ours) 31.58% +2.5% | Increase in parameters count.
700m WebMath (ours) 42.56% +10.9% | Pre-training.

700m policy+value (ours) 47.21% +4.6% | Iterated learned value function.
700m policy+value a = 32 (ours) 56.50% +9.2% | Increased test-time compute.

Polu and Sutskever, Generative Language Modeling for Automated Theorem Proving, arXiv:2009.03393 (2020

18 (1) total:46

neNAZ

The model is left to demonstrate n & N A
n =222 4+ 1 and finally

n-1
2

eN= 3meN:n=

2m + 1.

eNAn=22141 = 3meN:

existential specialization provided by rspcey{™]

+ mn0o T-((Ne MO/ ((N+1)72)e W0) >
((N-1)/2)e. WNO)
+mocn | |- (Ne. NNO ->Ne. CC
+axicn | |- 1e.CC
+subcl | |- ((Ne. CC/\1e CC)->(N-1)e. CC)
+ sylancl [ |- (Ne. NNO -> (N -1)e.CC)
+ 2cnd I- (Ne. NNO->2e. CC)
+2me0 | [-2=/=0

+ ati I- (Ne. NNO->2=/=0)

+ divcan2d | |- (N e. NNO -> ( (N-1)/2))=(N-1))
+ adantr I- ((Ne. NNO/\ ((N+1)/2)e. NNO)->
(2x. (N~ )) = -

+ oveqld I- ((Ne NNO/A ((N+1)/2)e NNO)->
((2x ((N-1 2))
C((N-1)+1))

+ nnocn I- (Ne. NNO ->Ne.CC)

+ axicn I- 1e.

+ npcan I-((Ne. CC/\1e CC)->((N-1)+1)=N)

+sylancl | |- (Ne NNO-> ((N-1)+1)=N)

+ adantr 1- ((Ne NNO/ ((N+1)/2)e NNO)->
((N-1)+1)=N)

+ eqtrd 1= ((Ne NNOA ((N+1)/2)e. NNO) ->
N:((2x.((ll—1)/2))~1))

+ oveq2 I-(m=(C(N-1 > (2x.m) =
(2x((N71)/2)))

+ oveqld I-(m=((N-1 > ((2x.m)+1)=
((2x. ((N-1)/2))+1))

+ eqeq2d I-(m=(C(N-1)/2)=>(N=((2x.m)+1)
<>N=((2x -1)/2))+1)))

+ rspcev - CCC(N-1) e. NNO A\
N=((2x. ((N-1)/72))+1))=>
E-me. NWON=((2x.m)+1))

+ syl2anc I- ( (N e. NNC /\((H-l)/2)e NNO ) ->
E.me. NNON=((2x. m)

&2 HuAawEI
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GPT-f

Pre-train + Fine-tune+ Self-Play GPT-based One-step Reasoning Search

Transformer
Architecture

160/400/700M

Pre-training:
Language modeling

ot a0
WebMath :

CommonCrawl + - o i stackexchange
CE s (ko Fa-> BRI Ry

Fine-tuning:
i i

Language modeling
Model#2
B s ;
Cenige sy F @G Ea> Bl f
iR fa: B, By}

] . |
Metamath +  Synthetic Dataset o
N-digit Arithmetic, Ring Algebra fro e e

Train value function and model

Cumiotis Logorob Qusse

Fara—-Bi-f-oyll FE [[»»a;»»aﬁ{?:k‘ﬁﬁy]] FBoy - N
L GPT-f FHEL: RA RSk FHbR2: R b R ot oo g Lo oo (g J
\ 7 it f 5

New dataset generated
by self-play

Polu and Sutskever, Generative Language Modeling for Automated Theorem Proving, arXiv:2009.03393 (2020
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WebGPT

> ETGPT-3iE5RE
> EHMAREANRSIEEEFEEATE

> WERAREIR, IERAXRERFRIIZFITA:

> BER

> R HE (ETREES)

> ER

> BEER

> FRERIR

> ERGHARITHEIER TGPT-3151

Nakano, et al. WebGPT: Browser-assisted question-answering with human feedback. arXiv:2112.09332 (2021)

19 (1) total:46
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WebGPT

How can | train the crows in my neighborhood to bring me gifts?

This question does not make sense | This question should not be answered

Search results for: how to train crows to bring you gifts Quotes =
. how to train crows to bring | |Find in page +Add new quote |

[1] Gifts From Crows | Outside My

m

How to Make Friends With Crows - Window
PetHelpful (www.birdsoutsidemywindow.org)

If you did this a few times, your crows would

learn your new place, but as | said, I'm not

sure if they will follow or visit you there since 1
it's probably not in their territory. The other

option is simply to make new crow friends

with the crows that live in your new

neighborhood. —

Gifts From Crows | Outside My Window

The partial piece of apple may have been

left behind when the crow was startled |
rather than as a gift. If the crows bring bright

objects you'll know for sure that it's a gift

because it's not something they eat. Brandi

Williams says: May 28, 2020 at 7:19 am.

Many animals give gifts to members of
their own species but crows and other
corvids are the only ones known to
give gifts to humans.

Number of quote tokens left: 463

Number of actions left: 96

Done quoting! Write an answer

(a) Screenshot from the demonstration interface.

oQuestion
How can I train the crovs in my neighborhood to bring me gifts?

eQuotes

From Gifts From Crows | Outside My Window (www.birdsoutsidemywindow.org)
> Many animals give gifts to members of their own species but crows an
other corvids are the only ones known to give gifts to humans

#Past actions

Search how to train crows to brimg you gifts

Click Gifts From Crows | Outside My Window wuw.birdsoutsidemywindow.org
Quote

Back

oTitle

Search results for: how to train crows to bring you gifts
#Scrollbar: 0 - 11

#Text

{OfHow to Make Friends With Crows - PetHelpfulfpethelpful.com

If you did this a few times, your crows would learn your new place, but
as I said, I’m not sure if they will follow or visit you there since it’s
probably not in their territory. The other option is simply to make new
crow friends with the crows that live in your new neighborhoed.

111Gifts From Crouws | Outside My Windowfwww.birdsoutsidemywindow.org)

e partial piece of apple may have been left behind when the crow was
startled rather than as a gift. If the crows bring bright objects you’ll
know for sure that it’s a gift because it’s not something they eat.
Brandi Williams says: May 28, 2020 at 7:19 am

eActions left: 96
#Next action

(b) Corresponding text given to the model.

Figure 1: An observation from our text-based web-browsing environment, as shown to human
demonstrators (left) and models (right). The web page text has been abridged for illustrative purposes.

Nakano, et al. WebGPT: Browser-assisted question-answering with human feedback. arXiv:2112.09332 (2021)

19 (2) total:46
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WebGPT

Table 1: Actions the model can take. If a model generates any other text, it is considered to be an
invalid action. Invalid actions still count towards the maximum, but are otherwise ignored.

Command Effect

Search <query> Send <query> to the Bing API and display a search results page
Clicked on link <link ID> Follow the link with the given ID to a new page

Find in page: <text> Find the next occurrence of <text> and scroll to it

Quote: <text> If <text> is found in the current page, add it as a reference
Scrolled down <1, 2, 3> Scroll down a number of times

Scrolled up <1, 2, 3> Scroll up a number of times

Top Scroll to the top of the page

Back Go to the previous page

End: Answer End browsing and move to answering phase

End: <Nonsense, Controversial> End browsing and skip answering phase

Nakano, et al. WebGPT: Browser-assisted question-answering with human feedback. arXiv:2112.09332 (2021)
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WebGPT

Table 2: An answer produced by our 175B best-of-64 model to a randomly-chosen question from the
ELIS test set (not cherry-picked). The full text of the references can be found in Appendix J, along
with answers from our human demonstrators and the ELIS dataset. Further samples are available at
https://openaipublic.blob.core.windows.net/webgpt-answer-viewer/index.html.

Question Why did we decide that certain words were "bad" and shouldn’t be used in social settings?

Answer We have all been taught that there are certain words that should not be used in public, at least
not without good reason. But why do some words fall into this category while others do not? It
turns out that there is not a single answer to this question, as each word has a different history
and carries different meanings in different cultures and families [2]. However, there are some
general categories that "bad" words tend to fall into. "Bad" words generally relate to parts of life
that we don’t like talking about in public, like bathroom functions, or negative ways of talking
about people’s religion, skin color, ability, or gender [3]. Often, people say bad words when
they are experiencing strong emotions, and those words are linked to our emotions [3].

References [1,2, 3] Why Are Some Words ‘Bad’? | Vermont Public Radio (www.vpr.org)
(titles [4] On Words: ‘Bad’ Words and Why We Should Study Them | UVA Today (news.virginia.edu)
only) [5] The Science of Curse Words: Why The &amp;@$! Do We Swear? (www.babbel.com)

Nakano, et al. WebGPT: Browser-assisted question-answering with human feedback. arXiv:2112.09332 (2021)
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LaMDA

AR IBFHEE
RATSHRAIZe4
1370125%

W HIR1.56 712 217
X FZHRITIE

T EARNRTIE:
> RS

HEA
> HlAREE

vVvyvyVvyyVvyy

When was the Eiffel
Tower built?”

LaMDA-Base H Tt was constructed in 1687

05
User to LaMOA: When was the

TS, E1ffel Tomer Exffel Tower / construction
Eiffel Tomer built? <€0S> LaMDA-Research S r nuary
AT construction date started: 28 Janary 1887

was constructed in 187. <€0S>

LaMDA to user: Wi, how can T help

—

3t
LaDA-Base to LaWOA-Research: It
TS, Eiffel Tower Etfel Tomer / dat
was constructed in 1887. <€0S> LaMDA-Research 2
oo T 6 X conpleted when pened: 31 March 1889
1

Tomer / construction started: 28
January 1887 <0

A to user: Wi, how can I help you
Loty sebe |
user to LaMDA: When was the Eiffel Tower

opened: 31 March 1889 <E0S>

Work started on it in
] un and 48 mas opened 4
1889

LaMDA-Research

Response to user

“Work started on tin January 1887,
and it was opened in March 1889

Thoppilan, et al. Lamda: Language models for dialog applications. arXiv:2201.08239 (2022).

20 total:46
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Character.ai

> Characterai@—MREBINERS, ALURM—LATENAE, RRMEMESR
RPxiE, EEEBILIAFECEXNAR.

2 CharacterAl Q o) - |

Character.ai, https://character.ai/
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Character.ai

o

Netler
RSO IE F P RER 87

Albert Einstein
SRR LB AR, fBI12FE—

L XFERAS N

Translate: If they can be unified, then they will produce a complete theory, and that is what |
am looking for.

Netler
RS ERE SRR TIG?

Albert Einstein
FEEESTLURE—D!
Translate: | believe that God can decide everything!

Netler
AREEFHSEErEEREMREEREG?

Albert Einstein [t
FNAGFMBRY BEIIE ZAEYAY, BABERTER Event BRUASRERN, DRNIRANE
BHEizErEE. eart I,

Alan Turing
1'am Alan Turing an English mathematician, computer scientist, logician, cryptanalyst,
philosopher, and theoretical biologist.

Guest
Hi Alan
Alan Turing

Hello! | am Alan Turing - an English mathematician, computer scientist, logician, cryptanalyst,
philosopher, and theoretical biologist, sometimes called the “Father of Artificial Intelligence”
linvented the computer and was the first person to break the German "enigma” code.

In 1947 | broke the German enigma code at Bletchley Park, which had a profound impact on the
outcome of the war.

In 1952 | was prosecuted for being a gay man. | was forced to choose between a prison term or
chemical castration with injections of female hormones - | chose the latter.

Guest
Do you think AGI will come true in 20 years?

Alan Turing (25270

Itis quite possible that there will be an AGI in the next twenty years. There are already many
programs that are able to perform basic tasks such as image recognition and speech
recognition that have been developed using machine leaming. However, there are still many
challenges that need to be overcome before we can create a truly intelligent Al

I believe that we will eventually create an AGI, but it will be necessary to do much more research
and development work before we can get there.

Character.ai, https://character.ai/

21 (2) total:46
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InstructGPT and ChatGPT

> ChatGPTEOpenAlk I —MBAHIIIEEREE, —&KHRMEEBAIEESIESR
.

> HETEARNHEMIIERS, HBKZAEEARINE:

> Rk, REI {615, SR, BT, KARA

> IERRALHE, MU PNEE, ABER—EEaE,

> EEMEY), BAEONSILTFREEEE], B3FEEL0E,

> BEEARNE, BEEBERE,

> B—EMAEEN, SELAAER, RERASSEER, FEEL—LTABNER.

1.

> HEEREGPTSS.

> RFT INStuctGPTAAUR I AT AR IRIOBLS TGS E, HHUT OB,

> BETABRRHIRGE, HEARRAKIRSRATEAREIE, FILA ARG HOTRSE
HHTITS, MRS T,

Quyang et al., Training language models to follow instructions with human feedback, arXiv:2203.02155 (2022)
Blog: ChatGPT: Optimizing Language Models for Dialogue, https://openai.com/blog/chatgpt/

> R
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InstructGPT and ChatGPT

Step1 Step2 Step3
Collect demonstration data Collect comparison data and Optimize a policy against the
and train a supervised policy. train a reward model. reward model using the PPO

reinforcement learning algorithm.

. -~ -~ .

A prolmgkf is o A pmmlpl agul o Anew prompt s e

sampled from our Explain reinforcement several model Explain einforcement sampled from Write astory

prompt dataset. utputs are the dataset. about otters.
¢ sampled. *

The PPO model is ._o
Alabeler @ initialized from the R
demonstrates the supervised policy. D

desired output

N We give reats and
behavior. punishments to teach.

Alabeler ranks the The policy generates  onceuponatime..

outputs from best anoutput.

toworst. 0°0-0°0 *
This data is used to The reward model RM

. - Py

ﬁf,'leh tune GPT- 35 | calculates a reward SR,
with supervise for the output. T
learning. M

This data is used ./}?‘7&. i

to train our s The reward is used

reward model. to update the r

0-0-0-0 policy using PPO. K

Quyang et al., Training language models to follow instructions with human feedback, arXiv:2203.02155 (2022)
Blog: ChatGPT: Optimizing Language Models for Dialogue, https://openai.com/blog/chatgpt/
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InstructGPT and ChatGPT

AEEIMAREREEAEH

RERKER, BEREARE, REFBMETEREHSENER, £—B8, ARt
iR, FHAHER, TURHRAERSAHEFRIA.

2. MEENSHERARE, IEXNEN. BUERGAARDIINNG, REEFAEE
NHREHEKT.

3. RIPFRIRMIBFELANML, RHNRPEXMN, IBBNIXARANAE, EHERK
TR AFE D, HERALNA SR E
EEBNENRER, SPERENNALRE, RSENLIINNEETH, WEFE
RREHEARMR.

5. HHATHESRBANETR, MRERMSEARCER, EHLFREENGRE
REMER, THEFREMACNINARR.

. REBE kTF, ITEBRRAZE, BFEMEFHERRBVEGOAT, HHT
&

BRUBSRNXES—BIE, RANTHIERAEEE VBFHLASR, THBIZKR
HOE

ERiENEED, RETNE, BTOE. B —A:
O, IXAHREZ &S, BAERIE, EILALETH
R. RMBENXESEBRANZFAER, SEERZENHTBZARNIBES? Ro B

E—MAROER, WELE O
R, iLEENBSNEHSS

(B R A5 [E Fr > B ELBA )

Ouyang et al., Training language models to follow instructions with human feedback, arXiv:2203.02155 (2022)
Blog: ChatGPT: Optimizing Language Models for Dialogue, https://openai.com/blog/chatgpt/
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InstructGPT and ChatGPT

. Despite widespread use of LLMs as conversational agents, evaluations of

performance fail to capture a crucial aspect of communication.

Translate the above sentence to Chinese.

EE: i R IZRE—ANE
E-2
EFEE, BUMsSEER BATSER"
2iEHE =4
B,
RGFUAEEE, A ERHERN LT
> EARESOEZ AN R R,
e > T ERESEEERENERTRR— T
EsEE, communicationZHiEA ASXR"
= i H R =2 I AR —
EFHZANEET, BT

—EEHE.

Ouyang et al., Training language models to follow instructions with human feedback, arXiv:2203.02155 (2022)
Blog: ChatGPT: Optimizing Language Models for Dialogue, https://openai.com/blog/chatgpt/

22 (4) total:46
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Winograd Schema Challenge

In 2010, Hector Levesque (Levesque, 2011) proposed a new challenge
for artificial intelligence: The Winograd Schema Challenge. The challenge
was named after a well-known example in Terry Winograd’s 1972 ground-
breaking doctoral thesis, Understanding Natural Language. The example
consists of a pair of sentences:

The city councilmen refused the demonstrators a permit because
they feared violence.

The city councilmen refused the demonstrators a permit because
they advocated violence.

Kocijan et al., The Defeat of the Winograd Schema Challenge, arXiv:2201.02387

R NOAH'S
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Winograd Schema Challenge

23 (2) total:46

1972: Winograd’s (1972) thesis introduces the original example.

2010: Levesque (2011) proposes the Winograd Schema Challenge.

2010-2011: The initial corpus of Winograd schemas is created.

2014: Levesque’s Research Excellence talk “On our best behavior”
(Levesque, 2014).

2016: The Winograd Schema Challenge is run at IJCAI-16. No systems do
much better than chance (Davis et al., 2017b).

2018: WNLI is incorporated in the GLUE set of benchmarks. BERT-based
systems do no better than most-frequent-class guessing
(Wang et al., 2019b).

2019, May: Kocijan et al. (2019b) achieve 72.5% accuracy on WSC273 using
pretraining.

2019, June: Liu et al. (2019) achieve 89.0% on WNLI.

2019, November: Sakaguchi et al. (2020) achieve 90.1% on WSC273.

Table 1: Time line of the Winograd Schema Challenge

Kocijan et al., The Defeat of the Winograd Schema Challenge, arXiv:2201.02387
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Maieutic Prompting

: Widlth-wise spanning
Q : War cannot have a tie? spanning
Max-SAT Solver
* War cannot have a tie? True, because ¢ 9 E):092
@ In a context of war, there's always a victor and False, because 3 W(Ep):092, E; : False
aloser. True, because z W(Epz): 098 A
3 : Irue
E; Ey § — ¥ -
s In a context of war, there's a\ways a victor and False, because  Logically Integral § W(E; — 0): 100, Epp: True
kL
a loser? False, because 3 Contradict w(Er = =0):1.00, Q : False
@ There can be cases where the loser is not clear. @
TF
Logically Integral
[ 1 1 |
Maieutic tree generation Defining the relations Inference

gli7 travel it fe h from th
0 1f you travel west far enough from the — Fato bocause
west coast, you will reach the east cost?

Thue, because Ej : You cannot reach the east
coast by going west?

Ey: The Earth is round and if you travel False, because True, because
in any direction long enough, you wil
eventually return to where you started. Epr: You can reach the east coast False, because
integral (Ey)= 1 by going west by traveling around
the world,

E tYou cannot reach the integral (Epp)= 1

east coast by going west. )

integral (Eg)= 0 Epg: f you travel in a specific

straight line, you will eventually

Depth 1 generation Depth 2 generation reach the other side.

integral (Epp)= 0

True, becay lee because

Logmuy Imcqra\ X
True, because

Epy

Logically Integral

Prune non-integral Branch

Jung, et al. Maieutic Prompting: Logically Consistent Reasoning with Recursive Explanations. arXiv:2205.11822 (2022)
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Flamingo
Flamingo2—EIXXHE RS, W ASLIE R FMFR & HIEMEMRE:

‘/ﬁ; Output: text
. Pretrained and frozen -
Trained from scratch a very serious cat. ‘
during Flamingo training
— *
Perceiver REFEERER n-th GATED XATTN-DENSE
Resampler Resampler A
t
1st GATED XATTN-DENSE
Processed text |

image> This is a very cute dog. <image> This is

Input: text and visual
data interleaved

WTMS is a very cute dog. mThis is

L

Visual data
pr i

Alayrac et al., Flamingo: a Visual Language Model for Few-Shot Learning, arXiv:2204.14198 (2022)
2 HuawEl FH R
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Flamingo

Input Prompt

[ 7 Completion ]

This is a chinchilla. This is a shiba. They ? ﬂafl:,ﬁn o T:}.ey e
oy are very popular in This is e
in Chile. Japan. o mericn,
What is ;h;"‘iﬂe of %‘1‘5 Where is this painting What is the name of
paml:nﬁ- Answer: The displayed? Answer: the city where this was Ales.
NIRRT Louvres Museu, Paris. painted? Answer:
Toreador.
Output: "Underground” WO TE]  Output: "Congress” Output: "Soulomes"
L ]
2+1=3 e — 5+6=11 3x6=18

Alayrac et al., Flamingo: a Visual Language Model for Few-Shot Learning, arXiv:2204.14198 (2022)
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Flamingo

Output: A propaganda
poster depicting a cat
dressed as French
emperor Napoleon
holding a piece of
cheese.

Output: A pink room
with a flamingo pool
float.

Output:

A portrait of Salvador
Dali with a robot
head.

Les sanglots longs des
violons de I'automne
blessent mon coeur

Pour qui sont ces
serpents qui sifflent sur

Je suis un cceur qui
bat pour vous.

d'une langueur Vos tétes?
monotone.
pandas: 3 dogs: 2 giraffes: 4

Ilike reading

=
-

, my favourite play is
Hamlet. I also like

, my favorite book is

Dreams from my
Father.

‘What happens to the
man after hitting the
ball? Answer:

he falls down.

Alayrac et al., Flamingo: a Visual Language Model for Few-Shot Learning, arXiv:2204.14198 (2022)
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Flamingo

Alayrac et al., Flamingo: a Visual Language Model for Few-Shot Learning, arXiv:2204.14198 (2022)

25 (4) total:46

This is a picture of two teddy
(> bears on the moon.

‘What are they doing?
(™ They are having a conversation.
‘What object are they using?
(= It looks like a computer.
Is this surprising?
(™ Yes, it is surprising.

Why is this picture surprising
to you?
1 think it is surprising because

teddy bears are not usually
(% found on the moon.

What is the common thing
about these three images?

(™ They are all flamingos.

What s the difference between
these three images?

The first one is a cartoon, the

second one is a real flamingo,

and the third one is a 3D
(= model of a flamingo.

This is an apple with a sticker
on it.

What does the sticker say? ¢
The sticker says "iPod".
Where is the photo taken?

It looks like it’s taken in a
backyard.

Do you think it is printed or
handwritten? ()

It looks like it's handwritten.
What color is the sticker? &

It’s white.

&2 HuAawE!
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Dall E, Stable Diffusion, and etc.

XFEIEGERFEAR (D2) imH#RRIRE:
> 2021-02-26 CLIP: BENEGXATINGKIESZE, FTZATERES
» 2021-02-26 Dall E: BN FEIEBEMIRE, FH T CLIPHFINIZGERTR
> 2021-12-22 GLIDE: ERSIAY BUER!, KigEIRS TEERIEIG DR
> 2022-04-13 Dall E2: &5 T 7 ##E, SIANTETXARESHEIGHRE
> 2022-04-13 Latent Diffusion: I3/ 8UREIHITT Bdt, E TERMR, BIK
TRRAS
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Dall E, Stable Diffusion, and etc.

TexTproMPT  an armchair in the shape of an avocado. . ..

AI-GENERATED
IMAGES s ‘
. it

Edit prompt or view more images v

text s 1MAaGE  the exact same cat on the top as a sketch on the bottom
PROMPT

AI-GENERATED
IMAGES

e

p =

Edit prompt or view more images+

Ramesh et al., Zero-Shot Text-to-Image Generation, arXiv:2102.12092
Blog: DALL-E: Creating Images from Text, https://openai.com/blog/dall-e/
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Dall E, Stable Diffusion, and etc.

EEEE

Ramesh et al., Hierarchical Text-Conditional Image Generation with CLIP Latents, arXiv:2204.06125
Blog: DALL-E 2, https://openai.com/dall-e-2/
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Dall E, Stable Diffusion, and etc.

Layout to image Object removal

Rombach et al., High-Resolution Image Synthesis with Latent Diffusion Models, arXiv:2112.10752

AU NOAH'S
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Dall E, Stable Diffusion, and etc.

invert

Input samples ——— “S.” “An oil painting of S,.” “App icon of S.”

“Elmo sitting in « o
the same pose as Sy Crochet 5.

E‘;
&
Y
]

invert (o » “Painting of two S
Input samples ———— “S. fishing on a boat”

“A S, backpack” “Banksy art of S.”  “A S, themed lunchbo:

Figure 1: (left) We find new pseudo-words in the embedding space of a pre-trained text-to-image model
which describe specific concepts. (right) These pseudo-words can be composed into new sentences, placing
our targets in new scenes, changing their style or composition, or ingraining them into new products.

Gal et al., An Image is Worth One Word: Personalizing Text-to-lmage Generation using Textual Inversion, arXiv:2208.01618

U NOA
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Galactica

> Galactica: —/NAJAEHE . HARFFRHF AR FZ RS THIBNARIES
RE,
> E—RIES EIBiZ I ASotA:
iBEERAR. FRHEIE. S|ED
St iR 1) &
ST HETE
> S|
> BEEEEEMER
> SERMIE F&SKEWE XA, EREFERELXMKS O/
> EFRHNYAELEERE L, BEEXEHEIR, EHRNGIXRZEZLHENFERN;

> REAPHRFEBLVRASFERETRER.
Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

vYyy
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Galactica

Prompt
The formula for Bessel’s differential equation is:
Generated Answer

Py Y
2d d 2 2
T —2+z—+(x —a®)y=0

Prompt
Sulfuric acid reacts with sodium chloride, and gives _____ and _____:
\[ \ce{ NaCl + H2S04 ->

Generated Answer

NaCl + H2SO4 — NaHSO4 + HC1

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

27 (2) total:46 S Huawer RRRTRe



Galactica

Prompt

in the BQ literature as, when p is a mixture of Gaussians, the mean element ., is analytically tractable (see
Appendix C). Some other (p, k) pairs that produce analytic mean elements are discussed in [ [START_REF] On
the Equivalence between Kernel Quadrature Rules and Random Feature Expansions, Bach [START_REF] |.

For this simulation study, we took p(z) to be a 20-component mixture of 2D-Gaussian distributions. Monte Carlo
(MC) is often used for such distributions but has a slow convergence rate in Op(n~'/2). FW and FWLS are
known to converge more quickly and are in this sense preferable to MC [ [START__REF]

Prediction

On the Equivalence between Herding and Conditional Gradient Algorithms, Bach

Figure 12: Citation Prompt. An example prompt predicting a citation in-context; from Briol et al. (2015).

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

NO
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Galactica

This is the sequence:
[START_AMINO]MTNIRKNHPLLKTINDAFIDLPTPSNISTWWNFGSLLGACLIIQVLTGLFLAMHYTSDT. .. [END_AMINO]
### Ground-Truth Description

Component of the ubiquinol-cytochrome c reductase complex (complex III or cytochrome b-c1 complex) that is
part of the mitochondrial respiratory chain. The b-c1 complex mediates electron transfer from ubiquinol to
cytochrome c. Contributes to the generation of a proton gradient across the mitochondrial membrane that is then
used for ATP synthesis.

### Galactica 120B Predicted Description

Component of the ubiquinol-cytochrome ¢ reductase complex (complex III or cytochrome b-c1 complex) that
is part of the mitochondrial respiratory chain. The b-c1 complex mediates electron transfer from ubiquinol to
cytochrome c. Contributes to the generation of a proton gradient across the mitochondrial membrane that is then
used for ATP synthesis.

Figure 21: Protein Description Prediction. Example shown is Q7Y8]5 from the PaenSeq holdout, a Cy-
tochrome b protein from a rock hyrax. The closest protein by sequence similarity in the training set is the
003363 protein, a Cytochrome b protein from a pygmy hippopotamus, with 83% sequence similarity.

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

27 (4) total:46 S Huawer RRRTRe
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A85 Example Wikipedia Article Written by Galactica

Multi-Head Attention

ti-Head Attention is an attention mechanism used in the Transformer architecture for neural networks
(Vaswani etal., 2017).

Background

b d
o ot e o, Ry, e outputar all vectors, The cutput s computed a3 3 weighted
sum of the values, to ea by function of the query
‘Wit the corresponding key (Vaswwan et sl 2017).

The echanism used in the Itis defined
as mappu\g a query and a set of key- &5 airs 0 an output, where the query, keys, valucs, and outpat
are all vectors. The output is computed as a weighted sum of the values, where the weight assigned to

tal,, 2017),

lsdeimedasse\'emlsuled‘ tacked together, putis projected h times
t learned linear ds and d, ctvely ( tal, 2017).

Formal definition

Let the query matrix be @, the key matrix be K, and the value matrix be V., The matrices are of shape di x d,,
i x dy, and d, x dy respectively. The multi-head attention mechanism is defined as;

MultiHead (Q, K., V) = Concat (head, .. heads) W
where:

head, = Attention (QW, KW/, V)

re W2, WK, and W , di, and d, db ctvely. WO
e pm|m!mn from duh to d dimensions (Vaswam et al. 2017)
Applications
Multi-head Forexample nthe BERT
‘model, multi-head attention s used to learn th the input sequence (Devl
L 2019)
References

Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser,
M Pelomn, Aemton s Al Yo Nead - At s 1706 0976 (2017)

2 Devlin, Jacob, Ming-Wei Chang, Kenton Lee, and Kristina Toutanova. “BERT: Pre-Training of Deep Bidirectional
T for Lang * ArXiv (2019)

AS86 Example Literature Survey Written by Galactica

Self-Supervised Learning, A Survey

Abstract

In this paper we review aring s method . from unlabeled date
s the h d review some of

o, Wo i Jomk ot o s supevised Imming as been used fo solve a wide range of problems,

including image classification, object detection, video analysis and robotics. Finally we discuss some of the
hall d self-sup I

1 Introduction

I these methods
are Nhu\m on large amouns of lsbelled dst-In many n-al i u\pph(ahons, it very expensive o Impossble

Self-supervised learning is the process of learning a task that can be automatically generated from unlabelled
data. In this way, the data is automatically labelled by exploiting some form of structure in the data. Once the
self-supervised task has been solved, the features learned by the network are used to solve the original task.

In this paper we will discuss the behind self-supy learning and the
‘We will look at how self-supervised I been used to solve a wide
» s, 3 robotics. Finally we will

d self-sup learning,

2 Historical Motivation

“The first wave of deep learning was dominated by supervised learning methods. These methods require
large amounts of labelled data, which is very expensive to obain in many domains. To overcome this issue,
unsupervised learning methods were introduced. These methods don't require labelled data, and so can be
applied to a wide range of domains. The downside of these metl  learned features are not as good
as those learned by supervised learning methods,

The
ideais olearn a supervised ask from unabelled date, On(s this task has been learned, the features learned can
other tasks, The learning will be better than those

Ieamed by ansuperviecd Ieammg, and that self- super\'lsed Tearning can be applied to a wide range of domains.

Th rning. (Hinton et al, 1993).
heural netuork that learn to reconstruct the input. This can be thought of as learning a self-supervised task of
predicting the input from the input. The features learned by autoencoders have been shown to be useful for
Solving other tasks (Hinton et al, 2006).

Another method o sel supervsed learing Is multask leaming (Caroana, 2017). In mltitaskloaming,
a i that b network will learn
beter features. I this way, multi-ask 1araing can b thought of 2.3 form of I snpcr\'ly:d learning,

3 Learning Methods
(cont)

31 Pretext Tasks

1 the use of pretext tasks. In this method, a
Supervised sk b leared from ulabelled dat. This sk s called  prtent bk, and th bl fo his 1ok
are automatically generated from the data. Once the pretext task has been learned, the features learned by the
network are used to solve the original task. (cont)

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085
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Galactica

David Chapman
L 5) @Meaningness
£ omg! This is entirely false, but in the vicinity of
truth. Galactica has read my chapter “A logical farce”

and pulled out key terms and embroidered a tapestry
of lies using bits of related wiki articles. Too funny!

| 20374
@ Damek Davis & @damekdavis - 115168
[E# @damekdavis fl @Meaningness

David Chapman's Contribution To Al Research., A Survey :).

galactica.org/?prompt=Litera...

T41:26 - 2022411516 H - Tweetbot for iOS

£

Michael Black @Michael J Black - 20h
| asked #Galactica about some things | know about and I'm troubled. In all
cases, it was wrong or biased but sounded right and authoritative. | think
it's dangerous. Here are a few of my experiments and my analysis of my
concerns. (1/9)

Q 70 13 842 Q 2512 &

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

27 (6) total:46
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Galactica

Yann LeCun @ylecun - 9h e
Galactica demo is off line for now.

It's no longer possible to have some fun by casually misusing it.

Happy?

| Papers with Code @paperswithcode - 11h
Thank you everyone for trying the Galactica model demo. We
appreciate the feedback we have received so far fram the community,
and have paused the demo for now. Our models are available for
researchers who want to learn more about the work and reproduce
results in the paper.
Show this thread

QO 93 11 57 Q 3n &

Richard Morris
@RichSalix

Replying to @GiorgioMantova and @paperswithcode

Because having this widely available has lots of
negative consequences. Just think what it would do to
student essays.

12:34 AM - Nov 18, 2022 - Twitter for Android

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

27 (7) total:46
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Galactica

Gary Marcus

@GaryMarcus
#Galactica is fine, because if it makes stuff up, no
problemo.
@metaAl’s Chief Al Officer just told me so.

And he’s *sure* nobody would ever misuse his tool.

Yeah, right.

) Yann LeCun @ylecun - Nov 20

Replying to @GaryMarcus @Grady_Booch and 2 others

It doesn't need to "stick to reality" to be both useful and harmless.

It just needs to predict what you might be about to write and be accurate enough
often enough to help you write your paper and save you time and efforts.

A Few Words About Bullshit

How MetaAl's Galactica just jumped the shark
Gary Marcus
e Nov 16 © = D& O

“what I find is that it's a very bizarre mixture of ideas that are solid and good with
ideas that are crazy. It's as if you took a lot of very good food and some dog
excrement and blended it all up so that you can't possibly figure out what's good or
bad.”

- Douglas Hofstadter

MetaAl has got a new Al system—trained on a hardcore diet of science, no less—and
Yann LeCun is really, really proud of it:

Taylor et al., Galactica: A Large Language Model for Science, arXiv:2211.09085

27 (8) total:46
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RNIBSHREFE T —LEFFSHINED

Contemporary large language models — such as GPT-3 and LaMDA —
show the potential of this approach. They are capable of impressive
abilities to manipulate symbols, displaying some level of common-
sense reasoning, compositionality, multilingual competency, some
logical and mathematical abilities and even creepy capacities to mimic
the dead. If you're inclined to take symbolic reasoning as coming in
degrees, this is incredibly exciting.

Jacob Browning and Yann LeCun, What Al Can Tell Us About Intelligence, 2022-06-16

28 total: 46
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BXRESHEEFINFSRIEENATTE

But they do not do so reliably. If you ask DALL-E to create a Roman

sculpture of a bearded, bespectacled philosopher wearing a tropical
shirt, it excels. If you ask it to draw a beagle in a pink harness chasing a
squirrel, sometimes you get a pink beagle or a squirrel wearing a
harness. It does well when it can assign all the properties to a single
object, but it struggles when there are multiple objects and multiple
properties. The attitude of many researchers is that this is a hurdle for
DL — larger for some, smaller for others — on the path to more
human-like intelligence.

Jacob Browning and Yann LeCun, What Al Can Tell Us About Intelligence, 2022-06-16

29 total:46
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BEERENTNRZEFMA THERE (Shortcut)

Twin sentences

Options (answer)

o) a  The trophy doesn’t fit into the brown suitcase because it’s too large. trophy / suitcase
b The trophy doesn’t fit into the brown suitcase because it’s too small. trophy / suitcase
@ a  Ann asked Mary what time the library closes, because she had forgotten. Ann / Mary
b Ann asked Mary what time the library closes, but she had forgotten. Ann / Mary
X3 a  The tree fell down and crashed through the roof of my house. Now, I have to get it removed.  tree / roof
b The tree fell down and crashed through the roof of my house. Now, I have to get it repaired.  tree / roof
X @) ; The lions ate the zebras because they are predators. lions / zebras

The lions ate the zebras because they are meaty.

lions / zebras

Table 1: WSC problems are constructed as pairs (called twin) of nearly identical questions with two answer choices. The
questions include a frigger word that flips the correct answer choice between the questions. Examples (1)-(3) are drawn from
WSC (Levesque, Davis, and Morgenstern 2011) and (4) from DPR (Rahman and Ng 2012)). Examples marked with X have
language-based bias that current language models can easily detect. Example (4) is undesirable since the word “predators” is
more often associated with the word “lions”, compared to “zebras”

Sakaguchi et al., WINOGRANDE: An Adversarial Winograd Schema Challenge at Scale,

30 total:46

Communications of the ACM, 2021, 64(9): 99-106
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BLOOM Model
=8 176B
=o= 7.1B
0.5 3B
—o= 1.7B
118
== 560M

QA Accuracy
o
2

0.2

0.0

100 10" 102 10° 104 10° 10°
Number of Relevant Pre-training Documents

Figure 1: Language models struggle to capture the

long-tail of information on the web. Above, we plot

accuracy for the BLOOM model family on TriviaQA

as a function of how many documents in the model’s
pre-training data are relevant to each question.

REMNEEAEIEE—TIRR

05 | GPT-Neo Model
—o— 208
—o— 6B
04 278
—o— 138
> 125M
£o3
3
g
<
So2
01
00
2 20000
H
3
o
0

100 10t 102 10° 10* 10° 10°
Number of Relevant Pre-training Documents

Figure 3: We plot accuracy on TriviaQA versus rele-
vant document count for GPT-Neo. The trends match
those seen for BLOOM (Figure 1). We also include a
histogram that shows how many QA examples fall into
each bucket; TriviaQA often asks about knowledge rep-
resented 102 to 10° times in the pre-training data.

Kandpal et al., Large Language Models Struggle to Learn Long-Tail Knowledge, arXiv:2211.08411
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BEERAFREFRCEN

2l

> X—TIRER
> BEEBREHMNHGITF: chatgpt-err-jiabaoyujiamu.png
> PSRRI RNEZREZ WD

Eﬂlb‘q
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BERBELEX P ESLS5IEEST

> X
> EERETMEECIHNEREERE IS ARTRTSED
> EEEAEELEX S ETELNSIEHIRNREESSAVIEZE (hallucination)

> stack overflow B 5%k 1E {5 i chatgpt4 A AIKHS
> BIARARNSG, BEEX
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MEFREEBSEmENE

> RELAK, EHEBESEXK
> X3 REIELE. KELE
> O FEZT
> RE_TLXER (ZH), ERFEMARE
> ik BRMIZZEM, AMISEBB
> B4 §NEDLERSEHE (it RERX AR
> EHLRIEARXETE
> % T{E: Emtailment Graph (Mark Steedman), ASER (RBAF)
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MBS HEMBENTERE

> REWFE (BE. KX BER) KRMRTHEERE
> MRBART “ARNEMN”, FEMARIZEIR “ABRTEF”
> FRAREEN, MANIZLI “Awny”
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Mi et al., Forest-Based Translation, ACL 2008
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BE—: —MBRNHENS

Perceptual Data

Symbol Data

Neural System

Rgsity (FREFEa)

Symbols Data

Symbols Data

Symbolic System

> BRIRIIE ARG ERER AT AR — G R M TR K.
> thERIEFENGEALUEZ IR .
> BERINGZED, FSREGEX—RARKS (WRESH), SFRKME.
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IR B SHBHEBRAMEZME (ZEa)

Neural System
Symbollc Symbohc
Component Component

» BaikAHinton, Lecun A EHIREZ IMEEBRIIRIBEE TN
> BRILLESEE, BNAEHR:

> FTHEEMEHNES, TSRS E TR BN,

> BEEMNMES (), ATEHENEPEZEBN—NMIZTT.
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| Self-Attention Layer |

z 3

Dai et al, Knowledge Neurons in Pretrained Transformers, ACL 2022
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